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Abstract—Breast cancer poses the greatest threat to human life and especially 

to women's life. Despite the progress made in data mining technology in recent 

years, the ability to predict and diagnose such fatal diseases based on gene ex-

pression data still reveals a limited prediction performance, which may not be 

surprising since most of the genes in expression data are believed to be irrelevant 

or redundant. The dimensionality reduction process may be considered as a cru-

cial step to analyze gene expression data, as it can reduce the high dimensionality 

of the breast cancer datasets, which may result into a better prediction perfor-

mance of such diseases. The paper suggests a new hybrid approach-based gene 

selection that combines the filter method and the Ant Colony Optimization algo-

rithm to find the smallest subset of informative genes (genes markers) among 

24,481 genes. The proposed approach combines four machine learning algo-

rithms - C5.0 Decision Tree, Support Vector Machines, K-Nearest Neighbors al-

gorithm, and Random Forest Classifier - to classify each of the selected samples 

(patients) into two classes which have cancer or not.  Compared with existing 

methods in the literature, experimental results indicate that our proposed gene 

selection approach achieved globally higher classification accuracies with a rel-

atively smaller number of genes. 

Keywords—Breast cancer, Gene Selection, Ant Colony Optimization, Microar-

ray technology 
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1 Introduction 

According to WHO, breast cancer is ranked second on the list of cancer-related 

deaths in women after lung cancer, affecting around two million women each year [1].  

Diagnosis of breast cancer at an early stage may allow for adequate and effective treat-

ment to be adopted, which may increase the survival rate for this disease. This fact puts 

in evidence a strong need to develop a prediction system that can detect breast cancer 

at an early stage, so that prompt treatment is started. With the development of microar-

ray technology, gene expression analysis has become an effective tool in biomedical 

research since it enables to evaluate the expression levels of thousands of genes simul-

taneously, which has attracted a number of researchers’ interest in prediction and diag-

nosis of different kinds of cancers [2]. However, using microarray technology to predict 

breast cancer is not without challenges, because the existence of a large number of 

genes against a small number of specimens may negatively influence the credibility of 

any prediction system. For this reason, and in order to improve breast cancer risk pre-

diction performance, we proposed a new approach-based gene selection that combines 

two feature selection (FS) methods in a two-step hybrid system. The first step extracts 

most informative genes by using Fisher-score based filter method in order to reduce the 

search space, and then we use Ant Colony Optimization (ACO) based wrapper method 

to select the smallest subset of genes that allows the highest prediction performance. 

Our proposed hybrid approach is evaluated using four classifiers: C5.0 Decision Tree, 

Support Vector Machines (SVM), Random Forest (RF), and K-Nearest Neighbors 

(KNN) algorithm. 

In the next section of this work, we briefly review the existing literature. Techniques 

and tools are described in the third section. The penultimate section is devoted to dis-

cussing experimental results. The final section summarizes the contribution of this 

study. 

2 Existing Literature 

With the development of Machine Learning (ML) techniques, several breast cancer 

prediction approaches are available. In this section, we will present the most recent 

common techniques carried out in this research area. 

Aldryan et al. have developed a breast cancer risk prediction model that combines 

MBP (Modified Backpropagation with Conjugate Gradient Polak-Ribiere) classifier 

with Ant Colony Optimization based gene selection. They tested their approach on five 

public microarray datasets (Breast cancer, Colon Tumor, Leukemia, Ovarian Cancer, 

and Lung Cancer). For Breast cancer, the best accuracy of 64.12% was achieved by 

involving 2448 genes (10% of genes). However, the proposed work differs from ours 

as its result is based on a large number of genes with a low accuracy compared to our 

proposed approach [3]. 

Al-Quraishi et al. proposed a new breast cancer prediction approach based on an 

ensemble of Deep Neural Network (DNN) and Support Vector Machine (SVM). By 

combining the ensemble classifier DNN+SVM with the Correlation-based filter method 
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(FCBF). Based on the holdout evaluation technique (80% training set and 20% test set), 

experiments achieved an accuracy of 96.11% using 112 genes. This proposed study 

differs from ours as we used a stratified k-fold cross-validation technique to evaluate 

the performance of our proposed models [4]. 

Kumari and Singh have designed a system that can predict breast cancer at an early 

stage based on a Wisconsin breast cancer database. The proposed system is a combina-

tion of FS using Correlation-Based Measures with classification using linear Regres-

sion (LR), SVM, and KNN algorithm. Experimental results show that the best results 

in terms of accuracy were achieved with KNN classifier. This research is different from 

our work as we predict breast cancer risk based on gene expression data [5]. 

Shen et al. have introduced a deep learning system detecting breast cancer on screen-

ing mammograms by using end-to-end training approach. This research focused on sen-

sitivity and specificity as evaluation metrics, while in our study, we used accuracy to 

evaluate the quality of our models. Moreover, The proposed approach differs from ours 

as our prediction system is based on gene expression data [6]. 

Hajiabadi et al. have integrated a new objective function (a combination of three loss 

functions: Correntropy, Hinge, and Cross-Entropy) to a simple ANN architecture. They 

used precision, recall, f1-Score, and accuracy to evaluate the performance of the pro-

posed objective function. However, the new method was evaluated by doing experi-

ments on Wisconsin Breast Cancer Diagnosis (WBCD) dataset, which is not the case 

for our study [7]. 

In order to improve breast cancer risk prediction using gene expression data, Hamim 

et al. have proposed a new two-phase gene selection approach. First, they used Fisher 

score-based filter method to reduce the research space complexity. Then in the second 

phase, they used C5.0 Decision Tree algorithm to find the smallest subset of genes to 

predict breast cancer with high performance. The experiment results have shown that 

their prediction framework achieved a performance of 93.28% in term of accuracy by 

involving only five genes predictors [8]. 

To diagnosis breast cancer at its early stages, Rajamohana et al. have employed sev-

eral ML algorithms such as random forests, decision trees, KNN, and SVM. The exper-

iments were conducted on WBCD dataset, and results show that random forest gives a 

good result in predicting breast cancer with an accuracy of 93.34% [9]. 

3 The Proposed Framework 

Figure 1 summarizes the main steps of our proposed framework to improve breast 

cancer risk prediction. Using Fisher-score based filter method and ACOC5 based wrap-

per method; ACO is used to implement the gene selection, and C5.0 algorithm serves 

as a fitness function. C5.0, SVM, KNN and RF are used to classify the selected genes. 
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Fig. 1. Our proposed Framework 

3.1 Gene selection strategy: Hybrid fisher ACOC5 (HFACOC5) 

Frequently, gene-expression data analysis refers to a large number of features 

(genes), p, versus a small number, k, of samples (patients) (𝑘 <<  𝑝). In contrast, in 

traditional classification research, the number of genes is smaller than the number of 

samples. Given this fact, technically, performing classification using microarray data 

may appear to be time and resource consuming. Feature selection  (Gene selection in 

the context of microarray data analysis) is a powerful tool because it allows us to sig-

nificantly reduce our research space by selecting only relevant and informative features 

and removing irrelevant and redundant ones [10], which may improve computational 

speed and prediction accuracy. Various approaches for FS exist in the literature; the 

present paper proposes a combination of two FS approaches, the Fisher-score based 

filter method, and the ACOC5 based wrapper method. The proposed gene selection 

approach is called Hybrid Fisher ACOC5 (HFACOC5), which is illustrated in the 

flowchart shown in Figure 2. The overall pseudo-code of our framework is illustrated 

in Algorithm 1 - discussed in the following subsections: 

 

Filter method using Fisher score: As they act independently of the machine learn-

ing process, filters-based feature selection methods are faster than the wrapper methods; 

wherefore, these methods are more commonly used when it comes to dealing with a 

high dimensional data set [11]. Many filter techniques exist [12]–[14]; in the present 

work, the Fisher score denoted by F was applied to select the most relevant features 

(genes). As a supervised strategy used in binary prediction problem, Fisher score 
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focuses on a subset of features (genes) for which the distances between data points from 

different labels should be the largest possible, whereas distances between the data 

points from the same labels should be reduced as much as possible [15]. Thus, the gene 

subset is determined in two steps: 

• At the first step, the score of each gene Gi is computed using Equation (1) 

 𝐹(𝐺𝑖) =
∑ 𝜂𝑘(𝜇𝑘

𝑖 −𝜇𝑖)2
𝑐

𝑘=1

∑ 𝜂𝑘(𝜎𝑘
𝑖 )2

𝑐

𝑘=1

 (1) 

𝜇𝑘
𝑖 , 𝜎𝑘

𝑖  are the mean and standard deviation of k-th class, corresponding to the i-th 

gene. 𝜇𝑖 denotes the mean of the whole i-th feature in the X matrix. 

• At the second step, all genes in breast cancer dataset are ranked by their importance, 

and the top 100 ranked genes with high scores are selected as the most informative. 

ACOC5 based wrapper approach: If filter methods evaluate the goodness of fea-

tures independently of any classification process, the wrapper approaches, on the con-

trary, use the learning algorithm to evaluate the importance of feature subsets, the rea-

son why they are very slow and computationally more intensive [16]. However, wrap-

pers generally guarantee better FS results than filters in most of cases. In the proposed 

work, we explore our research space by using ACO search engines. Our motivation 

beneath this choice resides in the ability of ACO to efficiently scan the search space to 

find the optimal gene subset. 

Inspired by the food searching system of real-life ants, Ant Colony Optimization is 

a popular metaheuristic algorithm introduced by Marco Dorigo in the early 1990s [17]. 

In nature, when a source of nourishment is found, the ants communicate between them 

to find the shortest path between the nourishment source and their nest. The communi-

cation process is done via a special chemical known as pheromone. So, when ants travel 

down to get the source of food, they deposit an amount of pheromone on the chosen 

path to cross. As the pheromone is a volatile chemical, the more ants deposit pheromone 

on a path, the more that path becomes more attractive for being followed, and the other 

paths become less attractive, and in this way, the optimal path is chosen [18]. 

As a powerful optimization technique used in many research areas [19], [20], ACO 

is a promising approach that has been widely employed in FS [19], [21]. In the context 

of FS, the main idea of ACO is to model the problem of selection as a problem of 

finding the optimal path in a graph, where nodes in the graph are features (genes), and 

edges between them represent the choice of the next features. Thus, searching for the 

optimal path in the graph is the synonym of finding the optimal feature subset in a 

features space. In the context of gene selection using ACO, we can reformulate our 

approach as follows: 

• Step 1: Initialize the parameters of ACO, such as the number of ants 𝑚, the maxi-

mum number of iterations 𝑡𝑚𝑎𝑥, the amount of pheromone in the search space, pher-

omone evaporation coefficient 0 ≤ 𝜌 ≤ 1, the heuristic desirability 𝜂, and tunable 

parameters (𝛼 ≥ 0 decides the relative influence of pheromone, 𝛽 ≥ 0 controls the 
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influence of 𝜂 , and 𝑄 a constant multiplier defines the amount of pheromones that 

should put each ant) 

• Step 2: For each iteration 𝑡, each ant 𝑘 starts in a randomly selected feature, and to 

construct a candidate feature subset from it, ants are supposed to follow the proba-

bilistic transition rule of Equation (2). 

 𝑃𝑖𝑗
𝑘(𝑡) =

{
 
 

 
 𝜏𝑖𝑗

𝛼 (𝑡)⋅𝜂𝑖𝑗
𝛽
(𝑡)

∑ 𝜏𝑖𝑙
𝛼(𝑡)⋅𝜂

𝑖𝑙
𝛽
(𝑡)

𝑙∈𝑆𝑖
𝑘

∀𝑗 ∈ 𝑆𝑖
𝑘

0                       𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (2) 

where, 𝑆𝑖
𝑘  denotes features set (nodes) that have not been selected yet, 𝜏𝑖𝑗(𝑡) the 

amount of pheromone trail on the edge 𝑖𝑗 (between nodes (features)  𝑖 and 𝑗), 𝜂𝑖𝑗(𝑡) the 

heuristic desirability to visit feature 𝑗 (to select feature 𝑗) when the ant 𝑘 is in the feature 

𝑖. 

• Step 3: Evaluate each candidate feature subset 𝑆𝑘 (constructed by each ant 𝑘) using 

the classifier C5.0 (described in the fourth section). The evaluation step is carried 

using Equation (3). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
1

𝐾
∑

1

2
(𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑖

𝑇𝑟𝑎𝑖𝑛 + 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑖
𝑇𝑒𝑠𝑡)

𝐾

𝑖=1
 (3) 

where K denotes the number of folds as we used the stratified K-fold cross-validation 

technique to evaluate the candidate feature subset. 

• Step 4: At the end of each iteration, find the ant with the best feature subset using 

the third step and update the local pheromone trail in the search space according to 

Equation (4). If 𝑡𝑚𝑎𝑥 is reached, go to the fifth step, otherwise go to the second step. 

 𝜏𝑖𝑗(𝑡 + 1) = 𝜌 ⋅ 𝜏𝑖𝑗(𝑡) +∑ Δ𝜏𝑖𝑗
𝑘

𝑚

𝑘=1
 (4) 

With: Δ𝜏𝑖𝑗
𝑘 = {

𝑄

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑘
𝑖𝑓 𝑒𝑑𝑔𝑒(𝑖, 𝑗)  𝑖𝑠 𝑝𝑎𝑟𝑡 𝑜𝑓 𝑆𝑘

0                                        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

where, 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑘 denotes the accuracy corresponding to the constructed subset by 

ant k. 

• Step 5: Find the best feature subset with the highest average classification accuracy 

among all best solutions. 
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Fig. 2. Flowchart explaining the HFACOC5 gene selection approach 

3.2 Gene classification 

After selecting the subset of the most informative genes, we classify data using the 

following algorithms: KNN, SVM, C5.0 decision tree, and Random Forest (RF). The 

prediction results of these classifiers are then used to evaluate the effectiveness of our 

proposed gene selection approach. 

C5.0 decision tree: Based on decision trees, C5.0 is a new popular classification 

algorithm developed from C4.5 by [22]. Compared to its ancestor, C5.0 takes its repu-

tation from many advantages: its ability to handle different kinds of data, dealing with 

missing values and outliers, its high speed and high classification performance, espe-

cially with the high-dimensional datasets, supporting boosting and cross-validation pro-

cess, and automatically allowing removal of unhelpful features. To have better results 

in terms of performance, the maximum number of boosting trials is set to 100. 

Support vector machine: As a binary classifier algorithm, the SVM aims at finding 

the linear separation (hyperplane) between two classes of observations with the idea 

that the more the border between them is maximum, the more robust the classification 

[23]. However, in most real classification cases, datasets are often linearly non-separa-

ble, which may necessitate transforming the original space into a new space, and then 

a linear separation is constructed using the new space [24]. To handle the problem of 

non-linearity in the present work, the transformation using the Radial Basis Function 

(RBF) is used, in which the gamma value is set using the formula (1/
𝑁𝑢𝑚𝑏𝑒𝑟_𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠 ). 
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K-Nearest Neighbors algorithm: KNN is one of the simplest supervised ML algo-

rithms used for pattern classification and regression. The KNN is recognized as being 

a non-parametric algorithm because it does not use any mathematical functions to pre-

dict labels for new observations; instead, the prediction process is based on the majority 

(for classification) or average (for regression) of the k nearest neighbors of the new 

observations (with 𝑘 > 0) in training set by using “feature similarity” [25]. The simi-

larity process is defined using the distance metric between two observations. In the 

present work, as we have continuous features, we used Euclidean distance as the dis-

tance metric, and the number of neighbors, k is set to 4. 

Random forest: Random Forest (RF) is a supervised ML algorithm used for pattern 

classification and regression. In the context of classification, RF is an ensemble of in-

dependent tree classifiers. Each tree classifier is constructed using randomly selected 

subset features. Thus, new observations are classified by taking the most popular class 

(using a majority voting function) among all predicted classes by all the tree predictors 

in the RF (we calculate the average in regression case)[26]. To construct a decision tree 

classifier, many techniques are used, the most frequent ones are the Information Gain 

(IG) and the Gini Index (GI) [27]. In the present paper, we used the GI for the randomly 

feature selection measure. 

Performance evaluation: To evaluate the efficiency of our HFACOC5 gene selec-

tion approach on breast cancer risk prediction, the well-known metrics accuracy and F-

score are considered. Based on the confusion matrix (Table 1), the metrics are calcu-

lated using Equation (5) and (6) presented below: 

Table 1.  Confusion matrix representation 

 
Predicted classes 

Positives Negatives 

A
c
tu

a
l 

c
la

ss
e
s 

P
o

si
-

ti
v

e
s 

True Positive (TP) 

Patients diagnosed with cancer, and also 

the system predicted them with cancer. 

False Negative (FN) 

Patients diagnosed with cancer, but the system pre-

dicted them as healthy. 

N
e
g
a

-

ti
v

e 

False Positive (FP) 

Patients diagnosed as healthy, but the 
system predicted them with cancer. 

True Negative (TN) 

Patients diagnosed as healthy, and also the system pre-
dicted them as healthy. 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(%) =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
× 100 (5) 

 𝐹 − 𝑠𝑐𝑜𝑟𝑒 =
2𝑇𝑃

2𝑇𝑃+𝐹𝑃+𝐹𝑁
 (6) 

To further validate the classification performance of our prediction models, another 

popular metric used for performance comparison, the well-known AUC (area under the 

ROC curve) is used [28], which is the sum of successive trapezoid areas under the ROC 

(Receiver Operating Characteristic) curve [29]. The model that gives 100% of correct 

predictions (TP + TN = 100% of samples) has an AUC of 1, while the model that gives 

100% of wrong predictions (FN + FP = 100% of samples) has an AUC of 0. 

To have a well understanding of how our proposed approach behaves well, each 

metric of performance described above is computed using the formula in Equation (7). 
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 𝑀𝑒𝑡𝑟𝑖𝑐 =
1

2
(𝑀𝑒𝑡𝑟𝑖𝑐𝑇𝑟𝑎𝑖𝑛 +𝑀𝑒𝑡𝑟𝑖𝑐𝑇𝑒𝑠𝑡) (7) 

4 Experimental Results and Discussion 

4.1 Dataset source 

The dataset was obtained from ELVIRA Biomedical Data Set Repository [30]. The 

dataset contains 24,481 scanned gene expressions with 97 instances, 51 of which are 

healthy, and the rest are diagnosed with cancer. The "NaN" symbol in the original data 

was replaced with the mean. Table 2 summarizes the dataset description. 

Table 2.  Breast cancer dataset characteristics 

Dataset Features Samples Classes Description Ref 

Breast Cancer 24481 97 2 51 malignant samples and 46 benign samples [31] 

4.2 Data preprocessing 

To improve the prediction performance of our models, prior to feeding our gene ex-

pression data to any process of selection or classification, the gene expression levels of 

each gene were standardized using z-score formula as follow: 

 𝑧 =  
(𝑥−𝜇)

𝜎
  (8) 

Where x denotes the gene, μ is the mean and σ the standard deviation of that gene. 

4.3 Stratified k-fold cross-validation 

To avoid the statistical problem of over-estimating due to data partitioning, we used 

the stratified k-Fold Cross-Validation technique to split our data. Thus, samples were 

randomly divided into k equal-sized folds, with the same proportions of instances in 

terms of classes in all folds. The k-1 partitions (folds) are used to fit the model and the 

remaining partition is used to test de trained model; thus, we ensure that each class in 

the dataset has the chance to appear in the training folds and testing folds. Moreover, 

All the process of gene selection was run on the training set to obtain gene subsets. 

Then the test set was used to testify the classification accuracy of the obtained gene 

subsets. The Max, Min, average, and standard deviation results of performance metrics 

of classification were calculated to correctly evaluate the performance of our gene se-

lection strategy. As the data contains fewer samples than the number of genes, we used 

the stratified 10-fold cross-validation on the whole breast cancer dataset as it is the most 

common practice in cross-validation. 
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4.4 Experimental settings 

Using parallel processing, all experiments of our strategy were implemented in py-

thon 3.7 and tested on a machine with Intel E5-2637 v2 3.5 GHz and 64 GB of RAM 

using the operating system MS Windows 10. 

To achieve better convergence, the parameter setting of our whole prediction system 

was empirically determined. However, we don't claim that these parameter values are 

optimal. Parameter optimization may be the subject of future research. For example, 

the ACOC5 algorithm was implemented with 10 ants and with a maximum number of 

iterations of 100. The initial pheromone intensity 𝜏𝑖𝑗(𝑡 = 0) of each edge was set to 1, 

and pheromone evaporation value 𝜌 was set to 0.5. For the parameters that determine 

the relative importance (𝛼) of the pheromone and the heuristic information (𝛽) were 

set to 𝛼 = 1 and 𝛽 = 5, respectively. In the experiments conducted for performance 

evaluation of our proposed gene selection strategy, we varied the size of the gene subset 

between 5 and 20 with an increment of 5 (i.e., 5, 10, 15, and 20). 

4.5 Results and discussions 

In this section, we explain the experimental results using the proposed gene selection 

framework. To measure the performance of the proposed strategy, 10 experiments were 

conducted using the stratified 10-fold cross-validation evaluation technique (section 

4.3). The overall experiment results in terms of classification performance (accuracy, 

F1-score, and AUC) are reported in Table 3 and Figure 3, including mean, max, min, 

and the standard deviation (SD) of the four classifiers (SVM, KNN, C5.0, and RF) for 

each of the selected gene subset. According to these results, the research space was 

reduced two times using our proposed gene selection approach. First, it passed from p 

= 24481 (the original number of genes in the input dataset) to k = 100 genes using 

Fisher-score based filter method, and then the new space passed in its turn from k genes 

to k′ = (5, 10, 15, and 20) using ACOC5 based wrapper approach. Each obtained subset 

of k′ genes was used to construct four classifier-based models (HFACOC5-SVM, 

HFACOC5-KNN, HFACOC5-C5.0, and HFACOC5-RF). As shown in Table 3 and 

Figure 3, the most relevant performance results were achieved by models based on de-

cision tree classifiers (HFACOC5-C5.0 and HFACOC5-RF), because they achieved a 

higher performance rate (> 91%) in terms of all evaluation measures, irrespective of the 

size of the selected gene subset, while, the lowest performance rate was achieved by 

models based on KNN algorithm (HFACOC5-KNN). Also, it can be noticed that the 

classification performance slightly decreased with the increase of gene subset size, es-

pecially for models based on decision tree classifiers. For example, for the classification 

model HFACOC5-C5.0, the performance accuracy decreased from 95.44% (with F1-

Score = 0.95 and AUC = 0.96) for five genes to 91.33% (with F1-Score = 0.91 and   

AUC = 0.91) for 20 genes, which may explain the positive impact of dimensionality 

reduction process on the prediction performance. The gene accession numbers for each 

selected gene subset are listed in Table 4. 

Because our main aim is to predict the risk of breast cancer with high performance, 

based on the results shown in Table 3 and Figure 3, the shrinkage model HFACOC5-

iJOE ‒ Vol. 17, No. 02, 2021 157



Paper—A Hybrid Gene Selection Strategy Based on Fisher and Ant Colony Optimization Algorithm… 

 

C5.0 with five genes was deemed to be the best model because it achieved the best 

performance prediction (Accuracy of 95.44%, F1-Score = 0.95, and AUC = 0.96) with 

the smallest number of involved genes (5 genes). Table 5 and Figure 4 gives more de-

tails about the experiments performances of our voted prediction model (HFACOC5-

C5.0). As it can be noticed from Table 5 and also Figure 4, our favorite model achieved 

a maximum classification accuracy of 99-100% in 50% of all experiments (10 folds), 

and classification accuracy of 90-95% in 40% of the remaining experiments. Figure 5 

also gives a better overview of the performance of our generated models that involve 

only k’=5 genes predicators. As we can notice from this figure, for our favorite shrink-

age model HFACOC5-C5.0, the roc curves of five out of 10 experiments (folds) are 

almost superimposed on the “perfect performance” shown in dotted lines, which can 

confirm the choice of this model as the best generated one using our new gene selection 

strategy. 

5 Conclusion and Future Work 

The main purpose beneath this study was to develop and evaluate a classification 

prediction model for predicting the risk of breast cancer using gene expression data. A 

new hybrid approach-based gene selection (HFACOC5) was proposed to identify small 

gene subsets able to achieve high prediction performance. The idea of the proposed 

approach was to take advantage of both filters (Fisher-score) and wrappers (ACOC5). 

The Fisher-score selects the most informative genes by first filtering out irrelevant 

genes and then running ACOC5 over the resulting subset (to achieve maximum accu-

racy and minimum redundancy). After conducting experiments using the stratified 10-

fold cross-validation evaluation technique, using far fewer genes, our proposed strategy 

achieves high prediction performance in terms of all evaluation measures when it is 

coupled with Decision tree-based classifiers (a maximum accuracy performance of 99-

100% in 50% of all experiments involving five genes).  Moreover, as far as we know 

in the context of our research objective, this is the first time that the data partitioning 

process using the cross-validation technique was applied before the gene selection ap-

proach, which makes our results in terms of selected gene subset and prediction perfor-

mance more credible than any previous work. 

As future work, our proposed approach can be further improved on different aspects, 

such as considering other bio-inspired algorithms. Also, including experimentation on 

new microarray data can enable us to test the effectiveness of our strategy far more. 
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Table 3.  Performance measurement for our proposed hybrid strategy (HFACOC5)  

for each k’ 

D
a

ta
se

t Number 

of  

genes 

(P) 

HFACOC5 

Classification 

Model 

(𝑴𝒆𝒂𝒏 𝑴𝒊𝒏
𝑴𝒂𝒙 ∓ 𝑺𝒕𝒂𝒏𝒅𝒂𝒓𝒅 𝑫𝒆𝒗𝒊𝒂𝒕𝒊𝒐𝒏) 

Fishe

r 

(k) 

ACO

C5 

(k') 

Accuracy (%) F1-score AUC 

B
re

as
t 

C
an

ce
r 

 

 

 

 
 

 

 
 

 

24481 

 

 

 
 

 

 
 

 

100 

5 

HFACOC5-C5.0 (95.4485.00
100 ∓ 5.45) (0.950.83

1.00 ∓ 0.06) (0.960.84
1.00 ∓ 0.06) 

HFACOC5-RF (92.8385.00
100 ∓ 5.81) (0.920.83

1.00 ∓ 0.06) (0.930.85
1.00 ∓ 0.06) 

HFACOC5-KNN (85.6475.98
95.45 ∓ 7.64) (0.850.72

0.95 ∓ 0.08) (0.860.76
0.96 ∓ 0.08) 

HFACOC5-SVM (87.9871.55
95.40 ∓ 7.93) (0.880.69

0.96 ∓ 0.09) (0.880.71
0.95 ∓ 0.08) 

10 

HFACOC5-C5.0 (93.7885.00
100 ∓ 6.75) (0.930.79

1.00 ∓ 0.08) (0.950.85
1.00 ∓ 0.06) 

HFACOC5-RF (92.2283.33
100 ∓ 5.11) (0.930.86

1.00 ∓ 0.05) (0.920.82
1.00 ∓ 0.05) 

HFACOC5-KNN (86.5873.80
94.89 ∓ 6.94) (0.870.76

0.95 ∓ 0.06) (0.870.73
0.95 ∓ 0.07) 

HFACOC5-SVM (88.2968.81
97.13 ∓ 8.14) (0.890.69

0.97 ∓ 0.08) (0.880.69
0.97 ∓ 0.08) 

15 

HFACOC5-C5.0 (92.4485.00
100 ∓ 7.15) (0.920.79

1.00 ∓ 0.08) (0.950.88
1.00 ∓ 0.05) 

HFACOC5-RF (92.0085.00
100 ∓ 6.75) (0.920.83

1.00 ∓ 0.07) (0.920.85
1.00 ∓ 0.07) 

HFACOC5-KNN (77.5166.95
89.66 ∓ 6.06) (0.740.56

0.88 ∓ 0.08) (0.780.67
0.90 ∓ 0.06) 

HFACOC5-SVM (82.7170.98
92.61 ∓ 6.56) (0.830.68

0.93 ∓ 0.07) (0.830.71
0.93 ∓ 0.07) 

20 

HFACOC5-C5.0 (92.3988.89
100 ∓ 4.34) (0.930.88

1.00 ∓ 0.04) (0.930.80
1.00 ∓ 0.07) 

HFACOC5-RF (91.3385.00
100 ∓ 5.80) (0.910.83

1.00 ∓ 0.07) (0.910.85
1.00 ∓ 0.06) 

HFACOC5-KNN (81.4975.95
90.91 ∓ 5.43) (0.810.76

0.90 ∓ 0.05) (0.820.76
0.91 ∓ 0.05) 

HFACOC5-SVM (87.9081.55
96.59 ∓ 4.14) (0.880.80

0.97 ∓ 0.05) (0.880.82
0.97 ∓ 0.04) 

Table 4.  Best gene subsets obtained using our gene selection strategy 

HFACOC5 
Selected Genes 

Fisher (k) ACOC5 (k') 

100 

5 Contig47544_RC, AJ011306, NM_001168, AF055033, NM_013262 

10 
NM_001787, NM_003882, NM_001961, NM_004994, AL049689, 

NM_006115, NM_004368, AL137615, NM_018074, Contig43454_RC 

15 

NM_003662, NM_007292, NM_003600, NM_002811, Contig51882_RC, 

NM_004219, Contig38901_RC, AL050227, NM_001168, Contig36744_RC, 

NM_005744, Contig6238_RC, NM_020132, AL080059, Contig33814_RC 

20 

NM_016577, Contig47405_RC, NM_012261, NM_001207, Contig32185_RC, 

Contig47544_RC, Contig30047_RC, Contig46218_RC, Contig38726_RC, 
NM_002449, AJ011306, NM_013262, Contig46421_RC, NM_002808, Con-

tig55725_RC, Contig51800, AB002324, NM_020120, NM_001168, 

NM_004994 

Table 5.  Performance measures for HFACOC5-C5.0 model (with k′ = 5 genes)  

over the 10-fold (10 experiments) 

 
experiments (over stratified 10-fold cross validation) 

Mean Max Min 
Standard 

deviation 1 2 3 4 5 6 7 8 9 10 

Accuracy (%) 85 95 90 95 90 100 100 100 99.43 100 95.44 100 85 5.45 

AUC 0.84 0.98 0.88 0.9 0.96 1 1 1 1 1 0.96 1.00 0.84 0.06 

F1-score 0.83 0.95 0.9 0.95 0.92 1 1 1 0.99 1 0.95 1.00 0.83 0.06 
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Fig. 3. Classification accuracy for the proposed hybrid strategy (HFACOC5) 

 

Fig. 4. Classification Accuracy for HFACOC5-C5.0 model (with k′ = 5 genes) for each fold 

over the 10-fold (10 experiments) 

 

Fig. 5. Roc curves and AUC score over 10-fold (10 experiments) for all generated prediction 

model involving k′ = 5 genes predicators 
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